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Optimization is inaccessible!

Most of Gurobi’s users are optimization experts! 

State of Mathematical Optimization. Gurobi (2024)

82% 32% 7.5%57% 98%

Have a Graduate Degree Have a Degree in OR Growing Demand for OR



Optimization is inaccessible!

The accessibility of optimization tools is becoming an existential problem in OR:



Rich History

Traditional approaches to improving the accessibility of optimization has focused on automating or 
personalizing small structured aspects of optimization.

Algorithm Selection
[Rice ‘76]

Data-Driven Algorithm 
Selection

[e,g,, Lobjois, Lemaitre, 
‘98; Gomes, Selman, ‘01]

ML for algorithm selection 
and configuration

[e,g,, Kadioglu et al., ‘10,
Leyton-Brown et al., ‘09,
Hutter et al., ‘09, ‘10, ‘11]

Decision Support 
Systems

[Keen, Morton ‘78]

Multi-Objective 
Optimization

[e.g., Ehrgott, Gandibleux 
‘00, Branke ‘08]

Interactive Optimization
[e,g,, Meignan et al., ‘11, ‘12,

Hamel et al.., ‘12,
Tabakhi  et al. ‘16, ‘17]



Generative AI: A New Hope

Generative AI has been used to help bridge expertise gaps in a number of domains:

Coding
(e.g., Chen et al., 2021)

SQL
(e.g., Pourreza et al., 2025)

Writing
(e.g., Yeh et al., 2024)



Can we leverage generative AI to 
democratize access to optimization?



Reducing barriers to accessing optimization tools has the potential for big impact:

Personalization
Enable general purpose 

optimization models to be 
customized for individual users.

Democratization
Enable non-expert users to 

construct and run optimization 
models without OR Expertise

Efficiency
Support OR experts in 

developing (and tuning) 
models quickly. 

Democratizing Optimization



Can we leverage generative AI to 
democratize access to optimization?

How do OR Practitioners 
actually solve real-world 

problems?





Qualitative Study of Practitioners

We ran the first qualitative study of optimization practitioners to understand their workflows and 
pain points. 

‘It Was a Magical Box’: Understanding Practitioner Workflows and Needs in Optimization , Lawless, Schoeffer, & Udell. Working Paper

15
Participants

7
Industries

650+
Minutes



Practitioners described a slow, iterative process that required sustained dialogue with domain 
experts, integrating messy sparse data, and pragmatic trade-offs.

Optimization Workflow

Understand 
Decision 
Making 

Problem 

Translate into 
Optimization 

Model 

Tune for 
Efficiency 

Validate the 
Optimization 

Model 



Tutorial Gameplan

1. Background:
a. Mathematical Optimization
b. Large Language Models (LLMs)

2. Model Formulation

Coffee Break

3. Model Solving
4. Model Validation
5. Open Questions
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Optimization is a framework for selecting the best element from a set of alternatives.

Mathematical Optimization

Power Flow in a Grid Planning Bus Routes Scheduling a OR

We group optimization problems by the class of functions/constraints we optimize over.
E.g., Quadratic Programming - optimize a quadratic function over linear constraints



This tutorial will focus (mostly) on 
Mixed-Integer Linear Programming (MILP)



Why MILP?

Flexible and Powerful Modeling Language
MILP can capture a number of important industrial applications including 
scheduling, routing, and production planning.

Modeling is hard!
As we will see later, a MILP problem can be modeled different ways - 
each with vastly different computational performance.

Well-Developed Solvers
Commercial solvers like Gurobi and CPLEX can handle large industrial 
scale problems out of the box! 



MILP gives us a common language for discussing optimization problems. 
At a high-level there are three basic components:

Building Blocks of a MILP
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Decision Variables: Describe choices under our control



MILP gives us a common language for discussing optimization problems. 
At a high-level there are three basic components:

Building Blocks of a MILP

Constraints: Limitations restricting our choices for the decision variables



MILP gives us a common language for discussing optimization problems. 
At a high-level there are three basic components:

Building Blocks of a MILP

Objective: Criterion we want to maximize/minimize



Consider a graph                         . 

A subset of nodes                  is an independent set if no vertices in S are connected.

The Maximum Independent Set (MIS) problem is to find the largest independent set.

Example: Maximum Independent Set
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Consider a graph                         . 

A subset of nodes                  is an independent set if no vertices in S are connected.

The Maximum Independent Set (MIS) problem is to find the largest independent set.

Example: Maximum Independent Set

Decision Variables:
For each vertex              we define the decision variable: 



Consider a graph                         . 

A subset of nodes                  is an independent set if no vertices in S are connected.

The Maximum Independent Set (MIS) problem is to find the largest independent set.

Example: Maximum Independent Set

Constraints:
We need to ensure our set is independent, we can do so with:



Consider a graph                         . 

A subset of nodes                  is an independent set if no vertices in S are connected.

The Maximum Independent Set (MIS) problem is to find the largest independent set.

Example: Maximum Independent Set

Objective:
We want to maximize the size of our independent set:



Consider a graph                         . 

A subset of nodes                  is an independent set if no vertices in S are connected.

The Maximum Independent Set (MIS) problem is to find the largest independent set.

Example: Maximum Independent Set

MILP 
Formulation:



There are often many ways to model the same optimization problem (it’s an art)!

We can compare formulations by looking at the strength of their linear relaxation 
(how well does the linear relaxation capture the integer points)

Strength of a Formulation

Ex: Clique Constraints
Preserves all integer solutions, 
but cuts out parts of the linear 

relaxation!



Modern solvers for MILP are built on an algorithm called branch-and-cut.
To scale to large problems there is a common toolbox:

Scaling MILP Solvers

Cutting Planes
Algorithms to develop inequalities that strengthen a linear relaxation

Primal Heuristics
Algorithms to find good feasible solutions (can help warm-start solver).

Decomposition Algorithms
Divide and conquer approach for tackling large-scale problems.



Tutorial Gameplan

1. Background:
a. Mathematical Optimization
b. Large Language Models (LLMs)
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Given an input (i.e., a “prompt”), LLMs can pick the most likely next word or sample 
a word from the output distribution.

Large Language Models (LLMs)

Prompt Generated 
next word

LLMTo be, or not to be, that
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Given an input (i.e., a “prompt”), LLMs can pick the most likely next word or sample 
a word from the output distribution.

Large Language Models (LLMs)

Prompt Generated 
next word

LLMTo be, or not to be, that

To be, or not to be,
that LLM is

To be, or not to be,
that is LLM the



… the (auto-regressive) process repeats until some stopping condition is met.

Large Language Models (LLMs)

Prompt Possible 
Final Output

LLMTo be, or not to be, To be, or not to be, that is 
the question:

Whether 'tis nobler in the 
mind to suffer

The slings and arrows of 
outrageous fortune,

Or to take arms against a 
sea of troubles

And by opposing end them.



What makes LLMs different from traditional machine learning techniques?

What makes LLMs special? 

Special architecture: Transformers
LLMs use a special type of deep neural network that includes features such 
as: self-attention, contextual understanding, and parallel processing.

A very large number of parameters (weights)
Often more than 1B weights!

Very large training data
LLMs are trained on gigantic datasets of text and code.



Disclaimer: We will mostly be using LLMs as a 
black-box in this tutorial!*



Disclaimer: We will mostly be using LLMs as a 
black-box in this tutorial!*

*Check out this link for more 
resources on generative AI



Craft input prompts to achieve desired outputs from language models effectively.

Example: Chain-of-Thought (Think Step-By-Step) Wei et al. (2023)

Prompt Engineering

Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each can has 3 tennis 
balls. How many tennis balls does he have now?
A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6 tennis balls. 5 + 6 = 11. The 
answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to make lunch and bought 6 more, how 
many apples do they have?

Model Output

A: The cafeteria had 23 apples originally. They used 20 to make lunch. So they had 23 - 
20 = 3. They bought 6 more apples, so they have 3 + 6 = 9. The answer is 9.



The goal of fine-tuning is to adapt a pre-trained LLM to a specific task or format:

Supervised Fine-Tuning (SFT)

Pre-Trained 
LLM

Note: This requires collecting enough data to do the new training!

Fine-tuned
LLM

Domain-Specific
Data

Additional Training



Thanks! Questions?


