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Can we leverage LLMs to help understand and 
validate optimization models? 



Tutorial Gameplan

1. Background
2. Model Formulation

Coffee Break

3. Model Solving
4. Model Validation

a. Identifying Infeasible Subsystems
b. General Q&A

5. Open Questions



Diagnosing Infeasible Optimization Problems Using 
Large Language Models
INFOR 2025

Hao Chen, Gonzalo E. Constante-Flores, Can Li



Irreducible Infeasible Subset (IIS)

Many optimization problems are infeasible… but it’s hard to diagnose why!

Irreducible Infeasible Subset (IIS) is a tool to characterizing infeasible models.

A subset of an infeasible optimization model is an IIS if it is:

(i) Infeasible: The subset has no feasible solutions

(ii) Irreducible: Any propoer subset of of the IIS is feasible.
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Irreducible Infeasible Subset (IIS)

Many optimization problems are infeasible… but it’s hard to diagnose why!

Irreducible Infeasible Subset (IIS) is a tool to characterizing infeasible models.

Example: Consider the following subset - is it an IIS?

System of 
3 Constraints

No A No B No C

Irreducible? Yes!



Key Challenge: Need optimization expertise to 
find and correct these infeasibilities!



OptiChat

Key Idea: Leverage LLMs as a natural language interface to correct infeasible models.



OptiChat

Key Idea: Leverage LLMs as a natural language interface to correct infeasible models.

LLM

Pyomo Code
User Supplied

Identifying
IIS

Resolving
Infeasibility



Experiment

Dataset: 63 infeasible problems adapted from the GAMS modelling library,PYOMO 
cookbook, and Resource task network model.

Adjusted to make infeaasible by changing model parameters or added constraints.

Study Participants: 8 inexperienced and 7 expert optimization users.

Task: Troubleshoot an infeasible model with the help of OptiChat, evaluated via:

(i) Qualitative Description of User Experience

(ii) Accuracy: What fraction of the instances did they get a satisfactory answer



Experiment: Quantitative Results

Takeaway: Helps users across expertise levels, but easier to recover from errors if 
experienced users.

Satisfactory Answers: Self-reported rate that chatbot’s answers were considered 
satisfactory (no misinterpretation of the questions or inaccurate answers).

Troubleshooting: Success rate for trying to correct the assigned infeasible instance.



Experiment: Qualitative Results

Takeaway: Very usable across all expertise levels!

It is very helpful that they can provide the literal explanation on what to improve while 
also providing some systematic understanding of the each problem formulation.



General Q&A

Same idea of using LLM as interface for 
dedicated tools underpins more general 
systems for validating optimization 
models.

OptiChat: Bridging Optimization Models and
Practitioners with Large Language Models

Chen et al. IJDS (2025)



LLMs for Supply Chain Optimization

This model has also seen a lot of applied success (e.g., in Supply Chain Management)

LLMs for Supply Chain 
Optimization

Li, et al. (2023)



Takeaways

Interacting with a model is key to longevity!
Every model needs to deal with dynamic questions and updates.

LLMs can help domain experts understand a model
LLMs can help answer technical questions like the source of infeasibility

More to do!
Existing approaches do not help validate the correctness of a model.



Tutorial Gameplan

1. Background
2. Model Formulation

Coffee Break

3. Model Solving
4. Model Validation
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Revisiting Optimization Practice

Traditionally, the OR community has focused on building really great algorithms.

Solver



Revisiting Optimization Practice

…. But a lot of the tough work is actually figuring out the right problem to solve!

Solver



Initial problem descriptions are often vague, informal, or even contradictory!

“The whole process is like a flywheel… we’ll formulate, come up with a 
solution, then put it out there, gather feedback and come back to ‘what’s 
really your goal?”

“99% of the time, something was not included in the model from the 
customer standpoint. They’ll say you can’t do that; and I said, well, you 
didn’t tell me that. And so then you have to go back and update the model.”

“The sheer number of stakeholders that we had to communicate with was 
especially challenging”

Problem Elicitation is Hard!



Can we develop interactive systems that efficiently elicit underspecified problem 
descriptions, surface constraints, and navigate multi-stakeholder preferences?

Interactive Problem Elicitation

We need to decide where to open a set of facilities 
to service our customers … we want to achieve the 
goal of minimizing costs and maximizing coverage … 

Example from OptiMind: Teaching LLMs to Think Like Optimization Experts. Chen et al., arXiv 2025

Here’s a portfolio of solutions with 
different trade-offs between costs 
and coverage



Revisiting Optimization Practice

…. and getting the right algorithmic building blocks to solve the problem efficiently!

Solver

Cutting 
Planes

Heuristics



Can ML be used to identify promising optimization structure to exploit, or find new 
cutting planes or primal heuristics to speed-up MILP solvers?

Automated Algorithm Design



Revisiting Optimization Practice

…. and validating that the optimization problem actually solves the problem!

Solver

Cutting 
Planes

Heuristics



Auto-Formulation in the Wild

Industry interest in automated model formulation is growing, but can we trust it?



Can we design systems that enable domain experts to accurately calibrate their 
trust in an optimization model?

Trustworthy Optimization

Increasing user trust in optimisation through feedback and interaction, Liu, Marriott, Dwyer & Tack. ACM ToCHI



Thanks! Questions?
It’s an exciting time for research at the 
intersection of ML and Optimization.  

lawlessc@stanford.edu
vitercik@stanford.edu

conlaw.github.io
vitercik.github.io

@LawlessOpt
@ellen-v


